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1. Introduction
1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119] .

Unl ess specified otherwi se, nunmeric quantities are given as deci nmal
val ues.

Al'l diagrans that portray bit and byte ordering, including the
depiction of structures defined by fibre channel standards, adhere to
the | ETF conventions whereby bit 0 is the nost significant bit and
the first addressable byte is in the upper left corner. This |IETF
convention differs fromthat used for INCI TS T11 fi bre channe
standards, in which bit 0 is the least significant bit.

1.1.1. Data Structures Internal to an |nplenentation

To facilitate the specification of required behavior, this docunent
may define and refer to internal data structures within an i FCP

i mpl enentation. Such structures are intended for explanatory
purposes only and need not be instantiated within an inplenentation
as described in this specification.

1.2. Purpose of This Docunent

This is a standards-track docunent that specifies a protocol for the
i mpl enentation of fibre channel transport services on a TCP/IP
network. Sone portions of this docunent contain nmaterial from
standards controlled by INCITS T10 and T11l. This material is

i ncl uded here for informational purposes only. The authoritative
information is given in the appropriate NC TS standards docunent.

The authoritative portions of this docunment specify the napping of
standards-conpliant fibre channel protocol inplenentations to TCP/IP
Thi s mappi ng includes sections of this docunent that describe the
"i FCP Protocol" (see Section 5).

2. 1 FCP Introduction

i FCP is a gateway-to-gateway protocol that provides fibre channe

fabric services to fibre channel devices over a TCP/IP network. iFCP
uses TCP to provide congestion control, error detection, and
recovery. 1iFCP's primary objective is to allow interconnection and
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net wor ki ng of existing fibre channel devices at wire speeds over an
| P network.

The protocol and nmethod of frame address translation described in
this docunment permt the attachment of fibre channel storage devices
to an | P-based fabric by neans of transparent gateways.

The protocol achieves this transparency by allow ng normal fibre
channel frame traffic to pass through the gateway directly, with
provi sions, where necessary, for intercepting and enul ating the
fabric services required by a fibre channel device.

2.1. Definitions

Terns needed to describe the concepts presented in this document are
presented here.

Address-transl ati on node -- A node of gateway operation in which the
scope of N _PORT fabric addresses, for locally attached devices
are local to the i FCP gateway region in which the devices reside

Addr ess-transparent node -- A node of gateway operation in which the
scope of N_PORT fabric addresses, for all fibre channel devices,
are unique to the bounded i FCP fabric to which the gateway
bel ongs.

Bounded i FCP Fabric -- The union of two or nore gateway regions
configured to interoperate in address-transparent node.

DOVAIN I D -- The value contained in the high-order byte of a 24-bit
N_PORT fibre channel address

F PORT -- The interface used by an N PORT to access fibre channe
swi tched-fabric functionality.

Fabric -- From[FC-FS]: "The entity that interconnects N PORTs
attached to it and is capable of routing frames by using only the
address information in the fibre channel frane."

Fabric Port -- The interface through which an N _PORT accesses a fibre
channel fabric. The type of fabric port depends on the fibre
channel fabric topology. |In this specification, all fabric port
interfaces are considered functionally equival ent.

FC-2 -- The fibre channel transport services layer, described in
[FC-FS].
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FC-4 -- The fibre channel napping of an upper-layer protocol, such as
[FCP-2], the fibre channel to SCSI napping.

Fi bre Channel Device -- An entity inplenenting the functionality
accessed through an FC-4 application protocol

Fi bre Channel Network -- A native fibre channel fabric and all
attached fi bre channel nodes.

Fi bre Channel Node -- A collection of one or nore N PORTs controll ed
by a I evel above the FG-2 layer. A node is attached to a fibre
channel fabric by neans of the N PORT interface, described in
[FCGFS].

Gateway Region -- The portion of an i FCP fabric accessed through an
i FCP gateway by a renotely attached N _PORT. Fibre channel devices
in the region consist of all those locally attached to the

gat enay.
i FCP -- The protocol discussed in this docunent.
i FCP Frame -- A fibre channel frane encapsul ated in accordance wth

the FC Franme Encapsul ation Specification [ENCAP] and this
speci fication.

i FCP Portal -- An entity representing the point at which a |ogical or
physical iFCP device is attached to the IP network. The network
address of the i FCP portal consists of the | P address and TCP port
nunber to which a request is sent when the TCP connection is
created for an i FCP session (see Section 5.2.1).

i FCP Session -- An association conprised of a pair of N PORTs and a
TCP connection that carries traffic between them An i FCP session
may be created as the result of a PLOA fibre channel |ogin
operati on.

i SNS -- The server functionality and I P protocol that provide storage
nane services in an i FCP network. Fibre channel nanme services are
i mpl emrented by an i SNS nanme server, as described in [ISNS].

Locally Attached Device -- Wth respect to a gateway, a fibre channe
devi ce accessed through the fibre channel fabric to which the
gateway is attached

Logi cal i FCP Device -- The abstraction representing a single fibre
channel device as it appears on an i FCP network
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N PORT -- An i FCP or fibre channel entity representing the interface
to fibre channel device functionality. This interface inplenments
the fibre channel N_PORT semantics, specified in [FC-FS]. Fibre
channel defines several variants of this interface that depend on
the fibre channel fabric topology. As used in this docunment, the
termapplies equally to all variants.

N PORT Alias -- The N _PORT address assigned by a gateway to
represent a renote N PORT accessed via the i FCP protocol.

N PORT fabric address -- The address of an N PORT within the fibre
channel fabric.

N PORT ID -- The address of a locally attached N PORT within a
gateway region. N _PORT IDs are assigned in accordance with the
fibre channel rules for address assignment, specified in [FCFS].

N _PORT Network Address -- The address of an N PORT in the i FCP
fabric. This address consists of the I P address and TCP port
nurmber of the i FCP Portal and the N_PORT ID of the locally
attached fibre channel device.

Port Login (PLOd) -- The fibre channel Extended Link Service (ELS)
that establishes an i FCP session through the exchange of
identification and operation paraneters between an origi nating
N_PORT and a respondi ng N_PORT.

Remotely Attached Device -- Wth respect to a gateway, a fibre
channel device accessed fromthe gateway by nmeans of the i FCP
pr ot ocol .

Unbounded i FCP Fabric -- The union of two or nore gateway regions
configured to interoperate in address-translati on node.

3. Fibre Channel Conmunication Concepts

Fi bre channel is a franme-based, serial technol ogy designed for peer-
t o- peer comuni cation between devices at gigabit speeds and with | ow
over head and | at ency.

This section contains a discussion of the fibre channel concepts that
formthe basis for the i FCP network architecture and protocol
described in this docunent. Readers fanmiliar with this naterial may
skip to Section 4.
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Material presented in this section is drawn fromthe follow ng T11
speci fications:

-- The Fibre Channel Framing and Signaling Interface, [FC FS]
-- Fibre Channel Switch Fabric -2, [FC SW]

-- Fibre Channel Generic Services, [FC GS3]

-- Fibre Channel Fabric Loop Attachnent, [FC FLA]

The reader will find an in-depth treatnent of the technology in
[ KEMCMP] and [ KEMALP] .

3.1. The Fi bre Channel Network

The fundanmental entity in fibre channel is the fibre channel network.
Unlike a layered network architecture, a fibre channel network is

| argely specified by functional elenents and the interfaces between
them As shown in Figure 1, these consist, in part, of the
fol | owi ng:

a) N PORTs -- The end points for fibre channel traffic. 1In the FC
standards, N PORT interfaces have several variants, dependi ng on
the topology of the fabric to which they are attached. As used in
this specification, the termapplies to any one of the variants.

b) FC Devices -- The fibre channel devices to which the N _PORTs
provi de access.

c) Fabric Ports -- The interfaces within a fibre channel network that
provi de attachment for an N PORT. The types of fabric port depend
on the fabric topology and are discussed in Section 3. 2.

d) The network infrastructure for carrying franme traffic between
N_PORTs

e) Wthin a switched or mixed fabric (see Section 3.2), a set of
auxiliary servers, including a name server for device discovery
and network address resolution. The types of service depend on
t he network topol ogy.
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E R + E R + E R +  eeee---- +
| FC | | FC | | FC | | FC |
| Device | | Device |<-------- >| Device | | Device |
[t | [t | [t I |
| N_PORT | | N_PORT | | N.PORT | | N_PORT |
B Fom oo -+ e L T
| | | |
B R R T C .
| Fabric | | Fabric | | Fabric | | Fabric |
| Port | | Port | | Port | | Port |
[ ety et + + +==4 +
| Fabric |
| & _ |
| Fabric Services |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e ee— oo +

Figure 1. A Fibre Channel Network

The followi ng sections describe fibre channel network topol ogies and
give an overview of the fibre channel communicati ons nodel .

3.2. Fibre Channel Network Topol ogi es

The principal fibre channel network topol ogi es consist of the
fol | owi ng:

a) Arbitrated Loop -- A series of N PORTs connected together in
dai sy-chain fashion. In [FCFS], |oop-connected N PORTs are
referred to as NL_PORTs. Data transni ssion between NL_PORTs
requires arbitration for control of the loop in a manner simlar
to that of a token ring network.

b) Switched Fabric -- A network consisting of switching el enents, as
described in Section 3.2.1.

c) Mxed Fabric -- A network consisting of switches and "fabric-
attached" | oops. A description can be found in [FCGFLA]. A
| oop-attached N PORT (NL_PORT) is connected to the |oop through an
L_PORT and accesses the fabric by way of an FL_PORT.
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Dependi ng on the topol ogy, the N_PORT and its neans of network
attachnent may be one of the follow ng:

FC Net wor k

Topol ogy Net work Interface N_PORT Vari ant
loop  LPORT  NLPORT
Swi t ched F_PORT N_PORT

M xed FL_PORT via L_PORT NL_PORT

F_PORT N_PORT

The differences in each N_PORT variant and its correspondi ng fabric
port are confined to the interactions between them To an external

N _PORT, all fabric ports are transparent, and all renote N PORTs are
functionally identical.
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3.2.1. Switched Fi bre Channel Fabrics

An exanple of a multi-switch fibre channel fabric is shown in Figure
2.

Fomm e - + Fomm e - +
| FC | | FC |
| Devi ce | | Device
[t | [t |
| N PORT [<........ > N_PORT |
[ S S + L +--- -+
+----L ----- + S e L----+
| F_PORT | | F_PORT |
+ + + +
| FC | | FC |
| Switch | | Switch
Fomme - + Fomme - + Fi bre Channe
| I nter- | | I nter- | Fabric
| Switch | | Switch |
| Interface | | Interface
F--- - F--- -+ F--- - F--- -+

| |

| |
S e . S e e
| I nter- | | I nter- |
| Swi tch | | Swi tch |
| I nterface | | I nterface
Fom e e - + Fom e e - +
| FC Switch |
AU .

Figure 2. Multi-Switch Fibre Channel Fabric
The interface between switch elenents is either a proprietary

interface or the standards-conpliant E PORT interface, which is
descri bed by the FC-SW specification, [FC SW].
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A mxed fabric contains one or nore arbitrated | oops connected to a

switched fabric as shown in Figure 3.

Fomm e - + Fomm e - + - ee oo +
| FC | | FC | FC |
| Devi ce | | Device | Devi ce |
[t | FC P e |
| N PORT |<........ > NL_PORT +---+ NL_PORT |
R + Traffic +----- +----+ LI R
| | FC Loop |
R + +----- +----+ |
| F_PORT | | FL_PORT +-------- +
| | | |
+ + + +
| FC | | FC |
| Switch | | Switch |
L + L +
| I nter- | | I nter- |
| Swit ch | | Swit ch |
| I nterface | | I nterface |
L +--- -+ L +--- -+
| |
| |
+omm - R SR +omm - oo+
[ Inter- | [ Inter- |
| Swi tch | | Swi tch |
| I nterface | | I nterface |
Fomm e - + Fomm e - +
| FC Switch |
S .

Figure 3. Mxed Fibre Channel Fabric

As noted previously, the protocol
N PORTs is independent of the fabric topol ogy,

for conmuni cati ons between peer
N_PORT vari ant,
type of fabric port to which an N _PORT is attached.

and

nedi a.

3.3. Fibre Channel Layers and Link Services
A fibre channel consists of the follow ng | ayers:
FC-0 -- The interface to the physical nedia.
FC-1 -- The encodi ng and decodi ng of data and out -of - band physi cal
link control information for transm ssion over the physi cal
Moni a, et al. St andards Track
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FC-2 -- The transfer of franmes, sequences, and Exchanges
conprising protocol information units.

FC-3 -- Commpbn Servi ces.

FC-4 -- Application protocols such as the fibre channel protoco
for SCSI (FCP).

In addition to the |layers defined above, a fibre channel defines a
set of auxiliary operations, some of which are inplenmented within the
transport layer fabric, called link services. These are required in
order to nanage the fibre channel environnment, establish

conmmuni cations with other devices, retrieve error information,
performerror recovery, and provide other sinilar services. Sone
link services are executed by the N PORT. Qhers are inplenmented
internally within the fabric. These internal services are described
in the next section

3.3.1. Fabric-Supplied Link Services

Servers that are internal to a switched fabric handl e certain classes
of Link Service requests and service-specific commands. The servers
appear as N PORTs | ocated at the 'well-known' N _PORT fabric addresses
specified in [FC-FS]. Service requests use the standard fibre
channel nechani sms for N PORT-to-N PORT comuni cations

Al switched fabrics nust provide the foll ow ng services:

Fabric F_PORT server -- Services N _PORT requests to access the
fabric for comunications.

Fabric Controller -- Provides state change information to inform
ot her FC devices when an N _PORT exits or enters the fabric (see
Section 3.5).

Directory/ Name Server - Allows N PORTs to register information in
a database, retrieve information about other N PORTs, and to
di scover other devices as described in Section 3.5.

A switched fabric may al so inplenent the follow ng optional services:

Br oadcast Address/ Server -- Transmits single-frane, class 3
sequences to all N _PORTs

Time Server -- Intended for the nanagenment of fabric-w de

expiration timers or elapsed time values; not intended for precise
time synchronization.
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3.5.

Mon

Managenment Server - Collects and reports managenent infornation,
such as link usage, error statistics, link quality, and sinmlar
itens.

Quality of Service Facilitator - Perforns fabric-w de bandw dth
and | atency nanagenent.

Fi bre Channel Nodes

A fibre channel node has one or nore fabric-attached N PORTs. The
node and its N _PORTs have the follow ng associated identifiers:

a) A worldw de-unique identifier for the node.

b) A worl dwi de-unique identifier for each N_PORT associated with the
node.

c) For each N PORT attached to a fabric, a 24-bit fabric-unique
address with the properties defined in Section 3.7.1. The fabric
address is the address to which franes are sent.

Each worl dwi de-unique identifier is a 64-bit binary quantity with the
format defined in [FCFS].

Fi bre Channel Device Di scovery

In a switched or nmixed fabric, fibre channel devices and changes in
t he device configuration may be di scovered by nmeans of services
provi ded by the fibre channel Nanme Server and Fabric Controller

The Nane Server provides registration and query services that allow a
fibre channel device to register its presence on the fabric and to

di scover the existence of other devices. For exanple, one type of
query obtains the fabric address of an N PORT fromits 64-bit

wor | dwi de-uni que name. The full set of supported fibre channel name
server queries is specified in [FC GS3].

The Fabric Controller conplenents the static discovery capabilities
provi ded by the Nane Server through a service that dynamically alerts
a fibre channel device whenever an N PORT is added or renoved from
the configuration. A fibre channel device receives these
notifications by subscribing to the service as specified in [FC FS]
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3.6. Fibre Channel Information El enents

The fundanental el enent of information in fibre channel is the frane.
A frame consists of a fixed header and up to 2112 bytes of payl oad
with the structure described in Section 3.7. The maxi mum frame size
that may be transmtted between a pair of fibre channel devices is
negotiable up to the payload linit, based on the size of the franme
buffers in each fibre channel device and the path nmaxi num

transm ssion unit (MIU) supported by the fabric.

Operations involving the transfer of information between N PORT pairs

are perfornmed through ' Exchanges’. |In an Exchange, infornmation is
transferred in one or nore ordered series of franes, referred to as
Sequences.

Wthin this framework, an upper |ayer protocol is defined in terms of
transactions carried by Exchanges. |In turn, each transaction
consists of protocol infornmation units, each of which is carried by
an individual Sequence wthin an Exchange.

3.7. Fi bre Channel Frane For nat

A fibre channel frane consists of a header, payload and 32-bit CRC
bracketed by SOF and EOF delimters. The header contains the contro
i nformati on necessary to route frames between N PORTs and nanage
Exchanges and Sequences. The follow ng di agram gi ves a schenatic
view of the frame
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T +
Wrd 0 | Start-of-frame Delimter |

F--- - o e e e e e e e e oo +<--- -+

| | Destination N _PORT |
1 | | Fabric Address (D_ID) |

| | (24 bits)

N I T +

| | Source N_PORT |
2 | Fabric Address (S_ID) |

| | (24 bits)

L o e e e e e e oo +
3| Control information for |

| frane type, Exchange |

| managenent, |U |
o segnment ati on and |
6 | re-assenbly |

o e e e e e e e e e e e e +<- - - -
7| |

| Frame payl oad |

| (0 - 2112 bytes) |

| |

| |

| |

S +

| CRC |

N +
n | End-of - Frane Delimter |

o e e e e e e e e e e - +

Fi gure 4. Fibre Channel

Franme For mat
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|
24-byte

Header

The source and destination N_PORT fabric addresses enbedded in the

S ID and DID fields represent the physical
and receiving N _PORTs,

3.7. 1.

respectively.

N_PORT Address Mbdel
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A fibre channel device acquires an address when it logs into the
fabric. Such addresses are volatile and subject to change based on
nodi fications in the fabric configuration.

In a fibre channel fabric, each switch el enment has a unique Domain ID
assigned by the principal switch. The value of the Domain ID ranges
from1l to 239 (OxEF). Each switch elenment, in turn, admnisters a

bl ock of addresses divided into area and port IDs. An N PORT
connected to an F_PORT receives a unique fabric address, consisting
of the switch’s Domain I D concatenated with sw tch-assi gned area and
port | Ds.

A | oop-attached NL_PORT (see Figure 3) obtains the Port |ID conponent
of its address during the loop initialization process described in

[ FCG-AL2]. The area and domain IDs are supplied by the fabric when
the fabric login (FLOd) is executed.

3.8. Fibre Channel Transport Services

N_PORTs conmmuni cate by neans of the follow ng classes of service,
which are specified in the fibre channel standard ([FC FS]):

Cass 1 - A dedicated physical circuit connecting two N _PORTs.

Cass 2 - A frame-nmultiplexed connection with end-to-end fl ow
control and delivery confirmation.

Cass 3 - A frame-multiplexed connection with no provisions for
end-to-end flow control or delivery confirmation.

Class 4 -- A connection-oriented service, based on a virtual
circuit nodel, providing confirnmed delivery wth bandw dth and
| at ency guar ant ees.

Class 6 -- Areliable nulticast service derived fromcl ass 1.

C asses 2 and 3 are the predom nant services supported by depl oyed
fibre channel storage and clustering systens.

Class 3 service is simlar to UDP or |P datagram service. Fibre
channel storage devices using this class of service rely on the ULP
i npl enentation to detect and recover fromtransient device and
transport errors.

For class 2 and class 3 service, the fibre channel fabric is not
required to provide in-order delivery of frames unless it is
explicitly requested by the frame originator (and supported by the
fabric). |If ordered delivery is not in effect, it is the
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responsibility of the frane recipient to reconstruct the order in
whi ch franmes were sent, based on information in the frane header.

3.9. Login Processes

The Login processes are FC-2 operations that allow an N PORT to
establish the operating environnment necessary to conmunicate with the
fabric, other N _PORTs, and ULP inplenmentations accessed via the

N PORT. Three |login operations are supported:

a) Fabric Login (FLOG) -- An operation whereby the N PORT registers
its presence on the fabric, obtains fabric paraneters, such as
cl asses of service supported, and receives its N PORT address,

b) Port Login (PLOG) -- An operation by which an N _PORT establishes
comruni cati on with anot her N_PORT.

c) Process Login (PRLOE) -- An operation that establishes the
process-to-process comruni cati ons associated with a specific FC4
ULP, such as FCP-2, the fibre channel SCSI napping.

Since N_PORT addresses are volatile, an N PORT originating a login
(PLOd ) operation executes a Nanme Server query to discover the fibre
channel address of the renote device. A conmobn query type involves
use of the worl dw de-uni que nane of an N PORT to obtain the 24-bit
N_PORT fibre channel address to which the PLOG request is sent.

4. The i FCP Net wor k Model

The i FCP protocol enables the inplenentation of fibre channel fabric
functionality on an I P network in which I P conponents and technol ogy
replace the fibre channel switching and routing infrastructure
described in Section 3. 2.

The exanple of Figure 6 shows a fibre channel network with attached
devices. Each device accesses the network through an N PORT
connected to an interface whose behavior is specified in [FCFS] or
[FCG-AL2]. In this case, the N PORT represents any of the variants
described in Section 3.2. The interface to the fabric may be an
L_PORT, F_PORT, or FL_PORT.

Wthin the fibre channel device domain, addressable entities consi st

of other N _PORTs and fibre channel devices internal to the network
that performthe fabric services defined in [ FC GS3].
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Fi bre Channel Network

Fommmnaan + Fommmnaan +
| FC | | FC |

| Device | | Device |

[ .ot | FC [ .ot | Fibre Channel
| NPORT |<...... > N_PORT | Device Donain
+---+----+ Traffic+----+---+ A
+|++ +|++ I

| Fabric | | Fabric | |

| Port | | Port | |

+ + + +

| FC Network & | |

| Fabric Services | %

| | Fibre Channel
e + Networ k Domai n

Figure 6. A Fibre Channel Network

Gat eway Regi on Gat eway Regi on
oo R I + oo R I +
| FC | | FC | | FC | | FC |
| Device | | Device | | Device | | Device | Fibre
[ ot I | FC [ ot I | Channel
| NPORT | | NPORT |<......... > N.PORT | | N_PORT | Device
Fo--t----+ H---+----+ Traffic +o---H---+ +----+---+ Donmain
AN
+---|+----+ +---|+----+ +----|+---+ +----|+---+ |
| F_PORT | | F_PORT | | F_PORT | | F_PORT | |
=+ +==+ + + +==+ +
| i FCP Layer | <--------- >| i FCP Layer | |
[ | n [ | |
| i FCP Port al | | | i FCP Port al | v
[ TS + | [ TS [ S + | P
i FCP| Gat eway Contr ol i FCP| Gat eway Net wor k

| Dat a |

| |

| |

[ <------ Encapsul ated Franes------- >|

| Fmm e oo - + |

| | | |

Fo----- + | P Networ k e +

AU .
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One exanpl e of an equivalent i FCP fabric is showmn in Figure 7. The
fabric consists of two gateway regions, each accessed by a single
i FCP gat ewnay.

Each gateway contains two standards-conpliant F_PORTs and an i FCP
Portal for attachment to the IP network. Fibre channel devices in
the region are those locally connected to the i FCP fabric through the
gateway fabric ports

Looking into the fabric port, the gateway appears as a fibre channe
switch element. At this interface, renote N PORTs are presented as
fabric-attached devices. Conversely, on the IP network side, the
gateway presents each locally connected N PORT as a logical fibre
channel device

Extrapol ating to the general case, each gateway regi on behaves |ike
an aut ononbus system whose configuration is invisible to the IP
network and ot her gateway regions. Consequently, in addition to the
F_PORT shown in the exanple, a gateway inplenentation nay
transparently support the follow ng fibre channel interfaces:

Inter-Switch Link -- A fibre channel switch-to-switch interface
used to access a region containing fibre channel switch el ements.
An i npl enentation may support the E PORT defined by [FC SW2] or
one of the proprietary interfaces provided by various fibre
channel switch vendors. 1In this case, the gateway acts as a
border switch connecting the gateway region to the | P network.

FL_PORT -- An interface that provides fabric access for |oop-
attached fibre channel devices, as specified in [ FC FLA]

L PORT -- An interface through which a gateway nay enul ate the
fibre channel [oop environment specified in [FCAL2]. As

di scussed in appendi x B, the gateway presents renotely accessed
N_PORTS as | oop-attached devi ces.

The manner in which these interfaces are provided by a gateway is
i mpl ement ation specific and therefore beyond the scope of this
docunent .

Al t hough each region is connected to the I P network through one
gateway, a region nmay incorporate nmultiple gateways for added
performance and fault tolerance if the followi ng conditions are net:

a) The gateways MJIST coordi nate the assignment of N _PORT |IDs and
al i ases so that each N_PORT has one and only one address.
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b) Al iFCP traffic between a given renote and | ocal N PORT pair MJST
flow through the sane i FCP session (see Section 5.2.1). However,
i FCP sessions to a given renotely attached N _PORT need not
traverse the sane gateway.

Coordi nati ng address assi gnnents and managing the flow of traffic is
i mpl enentation specific and outside the scope of this specification

4.1. i FCP Transport Services

N PORT to N _PORT contmuni cations that traverse a TCP/ I P network
require the intervention of the i FCP layer within the gateway. This
consists of the foll ow ng operations:

a) Execution of the frame-addressing and -mappi ng functions descri bed
in Section 4.4,

b) Encapsul ation of fibre channel franes for injection into the
TCP/ I P network and de-encapsul ation of fibre channel franes
received fromthe TCP/ I P network.

c) Establishnment of an i FCP session in response to a PLOG directed
to a renote device

Section 4.4 discusses the i FCP frane-addressi ng nechani sm and the way
that it is used to achieve conmunications transparency between
N_PORTs

4.1.1. Fibre Channel Transport Services Supported by i FCP

An i FCP fabric supports Cass 2 and ass 3 fibre channel transport
services, as specified in [FCFS]. An i FCP fabric does not support
Class 4, Cass 6, or Class 1 (dedicated connection) service. An
N_PORT discovers the classes of transport services supported by the
fabric during fabric |ogin.

4.2. i FCP Device Discovery and Configurati on Managenent

An i FCP inpl enentation perforns device discovery and i FCP fabric
managenent through the Internet Storage Name Service defined in
[ISNS]. Access to an i SNS server is required to performthe
foll owi ng functions:

a) Enul ate the services provided by the fibre channel nane server
described in Section 3.3.1, including a mechani sm for
asynchronously notifying an N_PORT of changes in the i FCP fabric
configuration.
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b) Aggregate gateways into i FCP fabrics for interoperation

c) Segnent an i FCP fabric into fibre channel zones through the
definition and managenent of device discovery scopes, referred to
as ' di scovery donains’

d) Store and distribute security policies, as described in Section
10. 2. 9.

e) Inplenmentation of the fibre channel broadcast nechani sm
4.3. i FCP Fabric Properties

A collection of i FCP gateways may be configured for interoperation as
ei ther a bounded or an unbounded i FCP fabric.

Gat eways in a bounded i FCP fabric operate in address transparent
node, as described in Section 4.5. 1In this node, the scope of a
fibre channel N _PORT address is fabric-wide and is derived from
domain I Ds issued by the i SNS server froma conmon pool. As

di scussed in Section 4.3.2, the maxi nrum nunber of dormain IDs all owed
by the fibre channel linmts the configuration of a bounded i FCP
fabric.

Gat eways in an unbounded i FCP fabric operate in address transl ation
node as described in Section 4.6. In this node, the scope of an

N _PORT address is local to a gateway region. For fibre channe
traffic between regions, the translation of frame-enbedded N _PORT
addresses is perforned by the gateway. As discussed bel ow, the
nunber of switch elenents and gateways in an unbounded i FCP fabric
may exceed the limts of a conventional fibre channel fabric.

Al'l i FCP gat eways MJST support unbounded i FCP fabrics. Support for
bounded i FCP fabrics is OPTI ONAL.

The decision to support bounded i FCP fabrics in a gateway

i mpl enent ati on depends on the address transparency, configuration
scalability, and fault tol erance considerations given in the

foll owi ng sections.

4.3.1. Address Transparency
Al t hough i FCP gateways in an unbounded fabric will convert N PORT
addresses in the franme header and payl oad of standard |ink service

nmessages, a gateway cannot convert such addresses in the payl oad of
vendor- or user-specific fibre channel franme traffic.

Moni a, et al. St andards Track [ Page 22]



RFC 4172 I nternet Fibre Channel Networking Sept ember 2005

Consequent |y, although both bounded and unbounded i FCP fabrics
support standards-conpliant FC-4 protocol inplenmentations and |ink
services used by nainstream fibre channel applications, a bounded
i FCP fabric may al so support vendor- or user-specific protocol and
link service inplenentations that carry N PORT IDs in the frane
payl oad.

4.3.2. Configuration Scalability

The scalability limts of a bounded fabric configuration are a
consequence of the fibre channel address allocation policy discussed
in Section 3.7.1. As noted, a bounded i FCP fabric using this address
all ocation schenme is limted to a conbined total of 239 gateways and
fibre channel switch elenents. As the system expands, the network
may grow to include nmany switch el ements and gat eways, each of which
controls a small nunber of devices. |In this case, the limtation in
swi tch and gateway count may beconme a barrier to extending and fully
i ntegrating the storage network.

Since N_PORT fibre channel addresses in an unbounded i FCP fabric are
not fabric-wide, the linits inposed by fibre channel address

all ocation only apply within the gateway region. Across regions, the
nunber of i FCP gateways, fibre channel devices, and switch el enents
that may be internetworked are not constrained by these limts. In
exchange for inproved scalability, however, inplenentations nust
consider the increnental overhead of address conversion, as well as
the address transparency issues discussed in Section 4.3.1.

4. 3. 3. Fault Tol erance

In a bounded i FCP fabric, address reassignnent caused by a fault or
reconfiguration, such as the addition of a new gateway region, may
cascade to other regions, causing fabric-w de disruption as new
N_PORT addresses are assigned. Furthernore, before a new gateway can
be merged into the fabric, its i SNS server nust be slaved to the i SNS
server in the bounded fabric to centralize the issuance of domain
IDs. In an unbounded i FCP fabric, coordinating the i SNS dat abases
requires only that the i SNS servers exchange client attributes with
one anot her.

A bounded i FCP fabric al so has an increased dependency on the
availability of the i SNS server, which nust act as the centra
address assignnent authority. |If connectivity with the server is
| ost, new DOVAI N_I D val ues cannot be automatically allocated as
gateways and fibre channel switch el enments are added

Moni a, et al. St andards Track [ Page 23]



RFC 4172 I nternet Fibre Channel Networking Sept ember 2005

4.4, The i FCP N_PORT Address Modde

Thi s section discusses i FCP extensions to the fibre channe

addr essi ng nodel of Section 3.7.1, which are required for the
transparent routing of frames between locally and renotely attached
N_PORTs

In the i FCP protocol, an N _PORT is represented by the follow ng
addr esses:

a) A 24-bit N PORT ID. The fibre channel N _PORT address of a locally
attached device. Depending on the gateway addressi ng node, the
scope is local either to a region or to a bounded i FCP fabric. In
ei ther node, communications between N PORTs in the sane gateway
regi on use the N_PORT ID.

b) A 24-bit N PORT alias. The fibre channel N _PORT address assigned
by each gateway operating in address translation node to identify
a renpotely attached N PORT. Frane traffic is intercepted by an
i FCP gateway and directed to a renptely attached N _PORT by neans
of the N _PORT alias. The address assigned by each gateway is
uni que within the scope of the gateway region

c) An N PORT network address. A tuple consisting of the gateway IP
address, TCP port nunber, and N PORT ID. The N _PORT network
address identifies the source and destination N _PORTs for fibre
channel traffic on the I P network.

To provide transparent conmmuni cati ons between a renote and | oca

N _PORT, a gateway MUST nmintain an i FCP session descriptor (see
Section 5.2.2.2) reflecting the association between the fibre channe
address representing the renote N PORT and the renpte device's N PORT
networ k address. To establish this association, the i FCP gat eway
assigns and manages fibre channel N _PORT fabric addresses as
described in the follow ng paragraphs.

In an i FCP fabric, the i FCP gateway perforns the address assi gnnent

and frame routing functions of an FC switch elenment. Unlike an FC

swi tch, however, an i FCP gateway nust also direct franes to external
devices attached to renpte gateways on the | P network.

In order to be transparent to FC devices, the gateway nust deliver
such franmes using only the 24-bit destination address in the frane
header. By exploiting its control of address allocation and access
to frane traffic entering or |eaving the gateway region, the gateway
is able to achieve the necessary transparency.
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4.5.

Mon

N _PORT addresses within a gateway region may be allocated in one of
two ways:

a) Address Transl ation Mode - A node of N _PORT address assignnent in
whi ch the scope of an N _PORT fibre channel address is unique to
the gateway region. The address of a renbte device is represented
in that gateway region by its gateway-assigned N PORT alias

b) Address Transparent Mdde - A node of N _PORT address assignment in
whi ch the scope of an N _PORT fibre channel address is unique
across the set of gateway regions conprising a bounded i FCP
fabric.

I n address transparent node, gateways within a bounded fabric
cooperate in the assignment of addresses to locally attached N _PORTs
Each gateway in control of a region is responsible for obtaining and
di stributing unique domain IDs fromthe address assignnment authority,
as described in Section 4.5.1. Consequently, within the scope of a
bounded fabric, the address of each N PORT is unique. For that
reason, gateway-assigned aliases are not required for representing
renote N_PORTs

Al'l i FCP i npl enent ati ons MJST support operations in address
transl ation node. |Inplenentation of address transparent node is
OPTI ONAL but, of course, nust be provided if bounded i FCP fabric
configurations are to be support ed.

The node of gateway operation is settable in an inplenentation-
specific manner. The inplenmentati on MUST NOT:

a) allow the node to be changed after the gateway begi ns processing
fibre channel frame traffic,

b) pernmit operation in nore than one node at a tine, or

c) establish an i FCP session with a gateway that is not in the sanme
node.

Operation in Address Transparent Mbde

The foll owi ng considerations and requirenents apply to this node of
operation:

a) i FCP gateways in address transparent node will not interoperate
with i FCP gateways that are not in address transparent node
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b) Wien interoperating with locally attached fibre channel switch
el ements, each i FCP gateway MJST assume control of DOVAIN ID
assignnents in accordance with the appropriate fibre channe
standard or vendor-specific protocol specification. As described
in Section 4.5.1, DOMAIN_ID values that are assigned to FC
switches internal to the gateway regi on nust be issued by the i SNS
server.

c) When operating in address transparent Mde, fibre channel address
translation SHALL NOT take pl ace.

When operating in address transparent node, however, the gateway MJST
establish and nmaintain the context of each i FCP session in accordance
with Section 5.2.2.

4.5.1. Transparent Mdde Donmai n | D Managenent

As described in Section 4.5, each gateway and fibre channel switch in
a bounded i FCP fabric has a unique domain ID. |In a gateway region
containing fibre channel switch el enents, each el enent obtains a
domain 1D by querying the principal switch as described in [ FCG SW]

-- in this case, the i FCP gateway itself. The gateway, in turn
obt ai ns domain I Ds on demand fromthe i SNS nanme server acting as the
central address allocation authority. |In effect, the i SNS server
assunes the role of principal switch for the bounded fabric. 1In that
case, the i SNS dat abase contai ns:

a) The definition for one or nore bounded i FCP fabrics, and

b) For each bounded fabric, a worl dw de-uni que nane identifying each
gateway in the fabric. A gateway in address transparent node MJST
reside in one, and only one, bounded fabric.

As the Principal Switch within the gateway region, an i FCP gateway in
address transparent node SHALL obtain domain IDs for use in the
gateway region by issuing the appropriate i SNS query, using its
wor | dwi de nane.

4.5.2. Inconpatibility with Address Transl ati on Mde

Except for the session control franes specified in Section 6, iFCP
gateways in address transparent node SHALL NOT originate or accept
franmes that do not have the TRP bit set to one in the i FCP fl ags
field of the encapsul ati on header (see Section 5.3.1). The i FCP
gateway SHALL imedi ately terminate all i FCP sessions with the i FCP
gateway fromwhich it receives such franes
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4.6. Operation in Address Transl ati on Mde

This section describes the process for managi ng the assi gnnent of
addresses within a gateway region that is part of an unbounded i FCP
fabric, including the nodification of FC franme addresses enbedded in
the frane header for franes sent and received fromrenotely attached
N_PORTs

As described in Section 4.4, the scope of N _PORT addresses in this
nmode is local to the gateway region. A principal switch within the
gateway region, possibly the i FCP gateway itself, oversees the

assi gnnent of such addresses, in accordance with the rules specified
in [FC-FS] and [ FC FLA].

The assignment of N _PORT addresses to locally attached devices is
controlled by the switch elenment to which the device is connected.

The assignment of N PORT addresses for renotely attached devices is
controlled by the gateway by which the renpte device is accessed. In
this case, the gateway MJST assign a locally significant N PORT alias
to be used in place of the N PORT |ID assigned by the renote gateway.
The N PORT alias is assigned during device discovery, as described in
Section 5.2.2.1.

To perform address conversion and to enabl e the appropriate routing,

t he gateway MJST establish an i FCP session and generate the
information required to map each N _PORT alias to the appropriate
TCP/ 1 P connection context and N PORT ID of the renotely accessed

N _PORT. These mappings are created and updated by neans specified in
Section 5.2.2.2. As described in that section, the required nmapping
information is represented by the i FCP session descriptor reproduced

in Figure 8.

B +
| TCP Connection Context |
oo e e e e e e oo oo - +
| Local N PORT ID |
Fom e e e a i oo +
| Renote N_PORT ID |
B +
| Renote N _PORT Alias

oo e e e e e e oo oo - +

Figure 8. i FCP Session Descriptor (from Section 5.2.2.2)
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Except for frames conprising special |ink service nessages (see
Section 7.2), outbound franmes are encapsul ated and sent without
nmodi fication. Address translation is deferred until receipt fromthe
I P network, as specified in Section 4.6. 1.

4.6.1. Inbound Franme Address Transl ation

For inbound frames received fromthe I P network, the receiving
gateway SHALL reference the session descriptor to fill in the DID
field with the destination N PORT ID and the S IDfield with the

N PORT alias it assigned. The translation process for inbound framnes
is shown in Figure 9.

Net wor k For mat of | nbound Frane

R e e T + i FCP
| FC Encapsul ati on Header | Sessi on
e R + Descri pt or
| SOF Delimter Wrd | |
+ + + \Y;
| | DID Field | Hommmma Hemm - +
e R L R + | Lookup source|
| | S ID Field | | N_PORT Alias |
R R e + | and |
| Control |nformation, Payl oad, | | destination |
| and FC CRC | | N_PORT ID |
| | temmmmm S e +
| | |
| | |
+ + |
| EOF Delimter Wrd | |
P + |

|
Frame after Address Transl ation and De-encapsul ati on |
[ S i + |
| | Destination N_PORT ID [<---emmmmem - +
Fommemm e e e e e e e e eeeeeaeiaesoaeaaaaas + |
| | Source N_PORT Alias [<---emmmee-- +
oo e +

| Control information, Payload, |
| and FC CRC |

Figure 9. Inbound Frane Address Translation
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The receiving gateway SHALL consider the contents of the S ID and
DIDfields to be undefined when received. After replacing these
fields, the gateway MJST recal cul ate the FC CRC

4.6.2. Inconpatibility with Address Transparent Mdde
i FCP gateways in address translation node SHALL NOT origi nate or
accept frames that have the TRP bit set to one in the i FCP fl ags
field of the encapsul ati on header. The i FCP gateway SHALL
i medi ately abort all iFCP sessions with the i FCP gateway from which
it receives franes such as those described in Section 5.2.3.

5. 1 FCP Protoco

5.1. Overview

5.1.1. iFCP Transport Services

The main function of the i FCP protocol layer is to transport fibre
channel franme images between locally and renotely attached N PORTs

When transporting franes to a renote N _PORT, the i FCP | ayer

encapsul ates and routes the fibre channel frames conprising each
fibre channel Information Unit via a predeterm ned TCP connection for
transport across the | P network.

Wien receiving fibre channel frame images fromthe | P network, the

i FCP | ayer de-encapsul ates and delivers each frame to the appropriate
N_PORT

The i FCP | ayer processes the followi ng types of traffic:

a) FC-4 frame images associated with a fibre channel application
pr ot ocol

b) FC-2 franmes conprising fibre channel |ink service requests and
responses.

c) Fibre channel broadcast franes

d) i1 FCP control nessages required to set up, nanage, or terminate an
i FCP sessi on.

For FC-4 N PORT traffic and nost FC-2 nessages, the i FCP | ayer never
interprets the contents of the frame payl oad.

i FCP does interpret and process i FCP control messages and certain
link service nessages, as described in Section 5.1.2.
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5.1.2. i FCP Support for Link Services

i FCP nust intervene in the processing of those fibre channel 1ink
service nmessages that contain N _PORT addresses in the nessage payl oad
or that require other special handling, such as an N _PORT | ogin
request (PLOd).

In the forner case, an i FCP gateway operating in address translation
node MUST suppl ement the payload with additional infornmation that
enabl es the receiving gateway to convert such enbedded N_PORT
addresses to its frame of reference.

For out bound fibre channel franes conprising such a |link service,
the i FCP | ayer creates the supplenental infornmation based on frame
content, nodifies the frane payl oad, and then transnits the resulting
fibre channel frame with suppl emental data through the appropriate
TCP connecti on

For inconing i FCP franes containing suppl enented fibre channel I|ink
service frames, i FCP nmust interpret the frame, including any

suppl enental information, nodify the frame content, and forward the
resulting frame to the destination N _PORT for further processing

Section 7.1 describes the processing of these Iink service nessages
in detail.

5.2. TCP Stream Transport of i FCP Franes

5.2.1. i FCP Session Mde
An i FCP session consists of the pair of N PORTs conprising the
session endpoints joined by a single TCP/IP connection. No nore than
one i FCP session SHALL exi st between a given pair of N_PORTs

An N PORT is identified by its network address, consisting of:

a) the N PORT ID assigned by the gateway to which the N PORT is
| ocally attached, and

b) the i FCP Portal address, consisting of its |IP address and TCP port
number .

Because only one i FCP session nmay exi st between a pair of N PORTs
the i FCP session is uniquely identified by the network addresses of
t he session end points.

TCP connections that may be used for i FCP sessions between pairs of
i FCP portals are either "bound" or "unbound". An unbound connection
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is a TCP connection that is not actively supporting an i FCP sessi on
A gateway inplenmentation MAY establish a pool of unbound connections
to reduce the session setup time. Such pre-existing TCP connections
bet ween i FCP Portal s remai n unbound and unconmitted until all ocated
to an i FCP session through a CBI ND nessage (see Section 6.1).

When the i FCP | ayer creates an i FCP session, it nay sel ect an

exi sting unbound TCP connection or establish a new TCP connection and
send the CBIND nessage down that TCP connection. This allocates the
TCP connection to that i FCP session

5.2.2. i FCP Session Managenent

This section describes the protocols and data structures required to
establish and term nate an i FCP session

5.2.2.1. The Renpote N_PORT Descri ptor

In order to establish an i FCP session, an i FCP gateway MJST nai ntain
information allowing it to locate a renotely attached N PORT. For
expl anatory purposes, such information is assuned to reside in a
descriptor with the format shown in Figure 10.

o e e e e e e e e e e e e oo +
|  N_PORT Worl dwi de Uni que Nane

e +
| i FCP Portal Address |
Fom e e e e e m o +
| N_PORT ID of Rempte N_PORT |
o e e e e e e e e e e e e oo +
| N_PORT Alias |
e +

Fi gure 10. Renote N _PORT Descri ptor

Each descriptor aggregates the followi ng infornmation about a renotely
attached N _PORT:

N_PORT Worl dwi de Uni que Nanme -- 64-bit N_PORT worl dwi de nane as
specified in [FCFS]. A Renote N _PORT descriptor is uniquely
identified by this paraneter.

i FCP Portal Address -- The | P address and TCP port nunber
ref erenced when creation of the TCP connection associated with an
i FCP session is requested.

N PORT ID -- N_PORT fibre channel address assigned to the renote
device by the renote i FCP gat eway.
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N PORT Alias -- N PORT fibre channel address assigned to the
renote device by the 'local’ iFCP gateway when it operates in
address transl ati on node.

An i FCP gateway SHALL have one and only one descriptor for each
renote N PORT it accesses. |If a descriptor does not exist, one SHALL
be created using the information returned by an i SNS nanme server
query. Such queries may result from

a) a fibre channel Nanme Server request originated by a locally
attached N _PORT (see Sections 3.5 and 9.3), or

b) a CBIND request received froma renote fibre channel device (see
Section 5.2.2.2).

When creating a descriptor in response to an incomi ng CBIND request,
the i FCP gateway SHALL perform an i SNS nane server query using the
wor | dwi de port nane of the renbte N PORT in the SOURCE N _PORT NAME
field within the CBI ND payl oad. The descriptor SHALL be filled in
using the query results.

After creating the descriptor, a gateway operating in address
transl ati on node SHALL create and add the 24-bit N_PCRT ali as.

5.2.2.1.1. Updating a Renpte N _PORT Descri ptor

A Renote N_PORT descriptor SHALL only be updated as the result of an
i SNS query to obtain information for the specified worldw de port
nane or frominformation returned by an i SNS state change
notification. Follow ng such an update, a new N PORT alias SHALL NOT
be assi gned.

Bef ore such an update, the contents of a descriptor nay have becone
stal e because of an event that invalidated or triggered a change in
the N_PORT network address of the renote device, such as a fabric
reconfiguration or the device s renoval or replacenent.

A collateral effect of such an event is that a fibre channel device
that has been added or whose N_PCRT |ID has changed will have no
active N_PORT |ogins. Consequently, FC-4 traffic directed to such an
N_PORT, because of a stale descriptor, will be rejected or discarded

Once the originating N PORT |earns of the reconfiguration, usually
t hrough the nane server state change notificati on nechani sm
information returned in the notification or the subsequent name
server | ookup needed to reestablish the i FCP session will
automatically purge such stale data fromthe gateway.
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5.2.2.1.2. Deleting a Renote N _PORT Descri ptor

Del eting a renpte N _PORT descriptor is equivalent to freeing up the

corresponding N PORT alias for reuse. Consequently, the descriptor

MUST NOT be deleted while there are any i FCP sessions that reference
the renote N _PORT.

Descriptors eligible for deletion should be renoved based on a | ast
in, first out policy.

5.2.2.2. Creating an i FCP Session
An i FCP session may be in one of the follow ng states:

OPEN -- The session state in which fibre channel frane images
may be sent and received.

OPEN PENDI NG -- The session state after a gateway has issued a
CBI ND request but no response has yet been received. No fibre
channel franes may be sent.

The session may be initiated in response to a PLOG ELS (see Section
7.3.1.7) or for any other inplenmentation-specific reason

The gateway SHALL create the i FCP session as foll ows:

a) Locate the renmpte N _PORT descriptor corresponding to the session
end point. If the session is created in order to forward a fibre
channel frame, then the session endpoint may be obtai ned by
referencing the renote N PORT alias contained in the frame header
DIDfield. If no descriptor exists, an i FCP session SHALL NOT be
creat ed.

b) Allocate a TCP connection to the gateway to which the renote
N PORT is locally attached. An inplenentation nmay use an existing
connection in the Unbound state, or a new connection may be
created and placed in the Unbound state.

Wien a connection is created, the I P address and TCP Port number
SHALL be obtained by referencing the renote N PORT descriptor as
specified in Section 5.2.2.1.

c) If the TCP connection cannot be allocated or cannot be created due

to limted resources, the gateway SHALL term nate session
creation.
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d) If the TCP connection is aborted for any reason before the i FCP
session enters the OPEN state, the gateway SHALL respond in
accordance with Section 5.2.3 and MAY term nate the attenpt to
create a session or MAY try to establish the TCP connection again.

e) The gateway SHALL then issue a CBIND session control nessage (see
Section 6.1) and place the session in the OPEN PENDI NG st at e.

f) If a CBIND response is returned with a status other than "Success"
or "i FCP session already exists", the session SHALL be term nated,
and the TCP connection returned to the Unbound state.

g) A CBIND STATUS of "i FCP session already exists" indicates that the
renote gateway has concurrently initiated a CBIND request to
create an i FCP session between the sanme pair of N PORTs. A
gateway receiving such a response SHALL term nate this attenpt and
process the incom ng CBIND request in accordance with Section
5.2.2.3.

h) In response to a CBIND STATUS of "Success", the gateway SHALL
pl ace the session in the OPEN state.

Once the session is placed in the OPEN state, an i FCP session
descriptor SHALL be created, containing the informati on shown in
Figure 11:

T T +
| TCP Connection Context |
o e e e e e e +
| Local N_PORT ID |
. +
| Renpte N PORT ID

N +
| Renpte N _PORT Alias

o e e e e e e +

Figure 11. i FCP Session Descri ptor

TCP Connection Context -- Information required to identify the TCP
connection associated with the i FCP session

Local N PORT ID-- NUPORT ID of the locally attached fibre
channel device

Remote N PORT ID -- N PORT ID assigned to the renote device by the
renot e gateway.
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Remote N PORT Alias -- Alias assigned to the renote N PORT by the
| ocal gateway when it operates in address translation node. |[If in
this node, the gateway SHALL copy this parameter fromthe Renote

N _PORT descriptor. OQherwise, it is not filled in.

5.2.2.3. Responding to a CBIND Request
The gateway receiving a CBIND request SHALL respond as foll ows:

a) If the receiver has a duplicate i FCP session in the OPEN PENDI NG
state, then the receiving gateway SHALL conpare the Source N_PORT
Nanme in the inconing CBIND payl oad with the Destination N PORT
Nane.

b) If the Source N PORT Nanme is greater, the receiver SHALL issue a
CBI ND response of "Success" and SHALL place the session in the
OPEN st at e.

c) If the Source N PORT Nane is |less, the receiver shall issue a
CBI ND RESPONSE of Failed - N PORT session already exists. The
state of the receiver-initiated i FCP session SHALL BE unchanged.

d) If there is no duplicate i FCP session in the OPEN PENDI NG st at e,
the receiving gateway SHALL i ssue a CBIND response. |If a status
of Success is returned, the receiving gateway SHALL create the
i FCP session and place it in the OPEN state. An i FCP session
descriptor SHALL be created as described in Section 5.2.2.2.

e) If a remote N _PORT descriptor does not exist, one SHALL be created
and filled in as described in Section 5.2.2.1.

5.2.2.4. Mnitoring i FCP Connectivity

During extended periods of inactivity, an i FCP session may be

term nated due to a hardware failure within the gateway or through

| oss of TCP/IP connectivity. The latter nay occur when the session
traverses a stateful internediate device, such as a NA(P)T box or
firewall, that detects and purges connections it believes are unused.

To test session liveness, expedite the detection of connectivity
failures, and avoi d spontaneous connection term nation, an i FCP
gateway nmay naintain a |l ow | evel of session activity and nonitor the
session by requesting that the renote gateway periodically transnit
the LTEST nessage described in Section 6.3. Al iFCP gateways SHALL
support liveness testing as described in this specification
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A gateway requests the LTEST heartbeat by specifying a non-zero val ue
for the LIVENESS TEST I NTERVAL in the CBIND request or response
nmessage as described in Section 6.1. |If both gateways seek to

moni tor |iveness, each nust set the LIVENESS TEST | NTERVAL in the

CBI ND request or response.

Upon receiving such a request, the gateway providing the heartbeat
SHALL transmit LTEST nessages at the specified interval. The first
nmessage SHALL be sent as soon as the i FCP session enters the OPEN
state. LTEST nessages SHALL NOT be sent when the i FCP session is not
in the OPEN state.

An i FCP session SHALL be ternminated as described in Section 5.2.3 if:
a) the contents of the LTEST nessage are incorrect, or

b) an LTEST nessage is not received within twice the specified
interval or the i FCP session has been qui escent for |onger than
twice the specified interval

The gateway to receive the LTEST nmessage SHALL nmeasure the interva
for the first expected LTEST nessage from when the session is placed
in the OPEN state. Thereafter, the interval SHALL be neasured
relative to the |l ast LTEST nessage received

To maxinmi ze |iveness test coverage, LTEST nessages SHOULD fl ow
through all the gateway conponents used to enter and retrieve fibre
channel frames fromthe IP network, including the mechanisns for
encapsul ati ng and de-encapsul ating fibre channel franes.

In addition to nonitoring a session, infornation in the LTEST nessage
encapsul ati on header nmay al so be used to conpute an estinate of

net wor k propagati on del ay, as described in Section 8.2.1. However,
the propagation delay limt SHALL NOT be enforced for LTEST traffic.

5.2.2.5. Use of TCP Features and Settings
This section describes ground rules for the use of TCP features in an
i FCP session. The core TCP protocol is defined in [RFC793]. TCP

i npl ement ati on requirements and gui delines are specified in
[ RFC1122] .
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S R ook R R +
| Feature | Applicable | RFC | Peer-Wse | Requirenent

| | RFCs | Status | Agreenent | Level |
| | | | Required? | |
+ + + + + +
| Keep Alive| [RFC1122] | None | No | Shoul d not

| | (di scussion) | | | use |
R R oo R R +
| Tiny | [ RFC896] | Standard | No | Shoul d not

| Segnent | | | | use |
| Avoi dance | | | | |
| (Nagle) | | | | |
S R ook R R +
| W ndow | [RFC1323] | Proposed | No | Should use

| Scale | | Standard | | |
S Fomm e e e o - S Fomm e e e o - Fomm e e e o - +
| Wapped | [RFC1323] | Proposed | No | SHOULD use

| Sequence | | Standard | |

| Protection| | | | |
| (PAVE) | | | | |
R TR o e e TR TR +

Table 1. Usage of Optional TCP Features
The follow ng sections describe these options in greater detail.
5.2.2.5.1. Keep Alive

Keep Alive speeds the detection and cl eanup of dysfunctional TCP
connections by sending traffic when a connection woul d otherw se be
idle. The issues are discussed in [ RFC1122].

In order to test the device nore conprehensively, fibre channe
applications, such as storage, may inplenent an equival ent keep alive
function at the FC-4 level. Alternatively, periodic |iveness test
messages may be issued as described in Section 5.2.2.4. Because of

t hese nore conprehensi ve end-to-end nechani sms and the consi derations
described in [RFCL122], keep alive at the transport |ayer should not
be i npl enment ed.

5.2.2.5.2. ’'Tiny' Segnent Avoi dance (Nagle)

The Nagl e al gorithm described in [RFC896] is designed to avoid the
overhead of small segnents by delaying transmission in order to
aggl onerate transfer requests into a large segnent. |In i FCP, such
smal|l transfers often contain I/O requests. The transm ssion del ay
of the Nagle algorithmmay decrease 1/O throughput. Therefore, the
Nagl e al gorithm shoul d not be used.
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5.2.2.5.3. Wndow Scal e

W ndow scaling, as specified in [RFC1323], allows full use of |inks
with | arge bandwi dth - delay products and should be supported by an
i FCP i npl enent ati on.

5.2.2.5.4. Wapped Sequence Protection (PAWS)

TCP segnments are identified with 32-bit sequence nunbers. In
networks with | arge bandwi dth - delay products, it is possible for
nmore than one TCP segnment with the same sequence nunmber to be in
flight. 1In iFCP, receipt of such a sequence out of order nay cause
out-of -order frame delivery or data corruption. Consequently, this
feature SHOULD be supported as described in [ RFC1323].
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5.2.3. Terminating i FCP Sessi ons

i FCP sessions SHALL be ternminated in response to one of the events in
Tabl e 2:

o s e m e e e e e e e e e e e e e e e e e e e e o - o i +
| Event | i FCP Sessi ons |
| | to Terninate |
+ + +
| PLOG terminated with LS _RIT response | Peer N_PORT |
o m e e e e e e e e e e e e e e e e e e e e am o e e e e e e e e o +
| State change notification indicating | Al iFCP Sessions |
| N_PORT renoval or reconfiguration. | fromthe |
| | reconfigured N_PORT |
R e - +
| LOGO ACC response from peer N _PORT | Peer N_PORT |
o m e e e e e e e e e e e e e e e e e e e e am o e e e e e e e e o +
| ACC response to LOGO ELS sent to F_PORT | Al iFCP sessions |
| server (D.ID = OxFF-FF-FE) (fabric | fromthe originating|
| 1ogout) | N_PORT |
T e T +
| I'nmplicit N_PORT LOGO as defined in | Al i FCP sessions |
| [FC FS] | fromthe N _PORT |
| | 1ogged out |
S . S +
| LTEST Message Error (see Section 5.2.2.4) | Peer N _PORT |
R . T +
| Non fatal encapsul ation error as | Peer N_PORT |
| specified in Section 5.3.3 | |
o s e m e e e e e e e e e e e e e e e e e e e e o - o i +
| Failure of the TCP connection associated | Peer N _PORT |
| with the i FCP session | |
R e T +
| Receipt of an UNBI ND session control | Peer N_PORT |
| message | |
o s e m e e e e e e e e e e e e e e e e e e e e o - o i +
| Gateway enters the Unsynchroni zed state | Al i FCP sessions |
| (see Section 8.2.1) | |
N . T +
| Gateway detects incorrect address node | Al i FCP sessions |
| to peer gateway(see Section 4.6.2) | with peer gateway |
o s e m e e e e e e e e e e e e e e e e e e e e o - o i +

Tabl e 2. Session Term nati on Events
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If a session is being ternminated due to an incorrect address node
with the peer gateway, the TCP connection SHALL be aborted by neans
of a connection reset (RST) w thout perform ng an UNBIND. O herw se,
if the TCP connection is still open followi ng the event, the gateway
SHALL shut down the connection as follows:

a) Stop sending fibre channel franes over the TCP connection

b) Discard all inconming traffic, except for an UNBIND session contro
nessage

c) If an UNBIND nessage is received at any tine, return a response in
accordance with Section 6. 2.

d) If session term nation was not triggered by an UNBI ND nessage,
i ssue the UNBIND session control nessage, as described in Section
6. 2.

e) If the UNBIND nessage conpletes with a status of Success, the TCP
connection MAY renain open at the discretion of either gateway and
may be kept in a pool of unbound connections in order to speed up
the creation of a new i FCP session

If the UNBIND fails for any reason, the TCP connecti on MUST be
termnated. In this case, the connection SHOULD be aborted with a
connection reset (RST).

For each termi nated session, the session descriptor SHALL be del et ed.
If a session was termnated by an event other than an inplicit LOGO
or a LOGBO ACC response, the gateway shall is